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Background and Motivation
Background: Most SGX threat models assume 
that SGX and the enclave application are secure
Problem: SGX vulnerabilities and application 
software bugs make this an unrealistic assumption
Proposal: Define a new threat model that allows 
an attacker to compromise an enclave at time tC
Motivating Questions:
● What security guarantees can we provide?
● What applications are suitable to run in an 

enclave?

Enclave Security 
Property Compromised Examples

Confidentiality
Page Fault Attacks1,2, 

Plundervolt3, 
Foreshadow4, SGAxe5

Integrity Plundervolt3

Attestation Plundervolt3, 
Foreshadow4, SGAxe5

Recoverability, Bounded Lookback
Threat Model: An attacker compromises an 
enclave at time tC

Recoverability: Recovery actions at time tR 
prevent attackers from persisting after tR if tC < tR

Bounded Lookback: Bounding actions at time tB 
prevent attackers from compromising security 
properties before time tB if tB < tC

SGX 
Application

How to Add 
Recoverability

Bounded 
Lookback

EnclaveDB6 Key Rotation Request Validation

SecureKeeper7 Not Possible? Not Possible?

Signal’s PCD8 Supported Supported

Analyzing SGX Applications
Analysis: Examined how to add recoverability, 
bounded lookback to EnclaveDB6, SecureKeeper7, 
and Signal’s Private Contact Discovery8

Implementation: Added recoverability to a mock 
EnclaveDB by implementing key rotations (~1k LoC)
● Measured performance overhead for decryption
Key Takeaways:
● Difficulty is based on the specific security property

○ E.g. Confidentiality + bounded lookback is hard
● Persistent state inhibits recoverability/lookback
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Future Work
● Implement a recoverability library for SGX
● Examine how application design influences recoverability, bounded lookback
● Generalize to other trusted hardware (AMD SEV-SNP, Intel TDX, TPMs)

Disclaimer: This work was performed in the personal capacity of the author and does not represent the views of Google or Alphabet.
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